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This diploma thesis deals with the issue of automatic RESNET50 Various models were created and many cases were
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existing systems. In this diploma thesis, we developed i : ; N v As we can see from the results, cropping the center
software in the Python programming language and . e | and the corners of the image for the training and
with the use of the TensorFlow and Keras libraries, IF\lig”re 1k' Residual Neural Figure 2. ResNet 50. using weighted voting yielded the best results for
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which include the appropriate database. The CONVOLUTIONAL NEURAL NETWORK boths models. This minimizes the probability for
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developed code that implements fine-tuning and misclassify many parts of the image or to repeat the
transfer learning techniques for the training of a Figure 3. Conv2D with 13 Layers. same error many times which is not a usual
resident neural network, which achieves an accuracy occurrence and thus the accuracy is higher.
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which reaches about 86% accuracy.

Methods used

that was trained on the Imagenet Dataset. The

o Rezing(224x224) 89.62 Resizing(224x224) 75.99 :
original 1000 node fully connected last layer was Future work CO“'?\ contain an efforrt] to expand and
: optimize (e.g. the parameters, erparameters
replaced by one with 2 to represent our classes. The Center cropping(224x224) 88.35 Center cropping(224x224) 68.77 P h (.8 hodol P d in thi yph p. Al :
second model was a simple Conv2D with 13 e.t.cla) the metho ofc];)gy used in td|sr;c esis. h sOcI), it
- : : could contain an effort to extend this method to
layers.Various preprocessing methods were used like Center and corner cropping majority vote(224x224) 87.35 Center Cropping(100x100) 63.07

photographs that are edited or images that are a
combination of photographs and computer graphics.
This can be done by using fast and efficient

algorithms and networks, that can pinpoint which
Downsampling and then oversampling(224x224) 91.50 Compressing and center cropping(224x224) 65.61 parts of the image have been altered. Finally, it would

resizing, cropping, compressing, downsampling and

then ov.ers.ampllng. Experimenting was done_ with Center and corner cropping weighted vote(224x224) Center and corner cropping weighted vote(224x224)
two optimizers, Adam and SGD. Where applicable

due to memory restrictions, cross-validation with
N=5 was used and in such cases the average metrics
were used for comparison. In the case of data
augmentation, simple and weighted majority vote

even be possible to branch out and experiment on
Compressing and center cropping(224x224) 81.63 Compressing and center cropping(100x100) 60.72 videos, since the videos contain thousand or even

millions of frames.

was used. . - . .
Compressing and resizing(224x224) 91.72 Compressing and resizing(224x224) 74.76
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